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Abstract

Information Retrieval (IR) aims at retrieving documents that are most relevant to a query provided by a
user. Traditional techniques rely mostly on syntactic methods. In some cases, however, links at a deeper
semantic level must be considered. In this paper, we explore a type of IR task in which documents describe
sequences of events, and queries are about the state of the world after such events. In this context, success-
fully matching documents and query requires considering the events’ possibly implicit, uncertain effects
and side-effects. We begin by analyzing the problem, then propose an action language based formalization,
and finally automate the corresponding IR task using Answer Set Programming.
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1 Introduction

Information Retrieval (IR) (Korfhage 1997) aims at identifying, among a set of available in-
formation sources, those that are most relevant to a query provided by the user. IR is arguably
a staple of every day life – we consult Wikipedia for general reference, doctors search private
databases for patient information, and researchers use public databases to find scientific publica-
tions. IR is also at the core of numerous commercial activities such as searching for news about
business partners or competitors.

Most IR systems base the relevance of a source on a syntactic measurement of the overlap of
terms between query and source (Manning et al. 2008). Even advanced techniques still focus on
syntactic matching, and include temporal ordering (Campos 2015), query expansion (Carpineto
and Ramano 2012), and graph based term weighting (Blanco and Lioma 2012).

However, research has demonstrated (Glavas and Snajder 2014) that traditional IR yields low
accuracy when applied to documents centered on events, such as police reports, medical records,
and breaking news. As one can imagine, documents of these kinds occur in large quantities and
often contain very valuable information.

(Glavas and Snajder 2014) proposed a new approach, called event-centered IR, which suc-
ceeded in increasing match accuracy by means of some level of semantic analysis. However,
their approach was limited to matching events mentioned in both queries and sources.

In this paper, we advance this line of research by considering the case in which the goal is to
match sources containing sequences of events with queries that are about thestate of the world
after those events. This is the case, for example, in which the sources describe the history of a
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domain (e.g., historical documents, police reports, computer event logs) and a user is looking for
sources from which the state of the domain at a moment of interest can be reconstructed (e.g.,
“was the firewall on when the attack happened?”). Our approach aims to identify reasonable
matches even when a definitive answer cannot be immediately found in the sources, events have
complex/hidden effects, and information is incomplete.

We begin by analyzing the problem and, appealing to commonsense and intuition, determine
reasonable outcomes of the task as a human reader might carry it out. We use toy examples,
which we progressively elaborate, but the approach easily applies to practical cases. Later, we
develop needed mathematical foundations and propose a formalization of the reasoning task. It
should be noted that, in this paper, we assume that passages in natural language have already
been translated into a suitable logic form. The natural language task is orthgonal to the problem
addressed in this paper, and will be considered at a later stage. Let us start from the following:

Example 1
The user’s query,Q, is “Is John married?” Available information sources are:
S1: “John went on his first date with Mary.”
S2: “John read a book.”

We want to determine which source is most relevant toQ.

The query refers to the current state of the world, which with some approximation we can identify
with the final state of the world in the sources. The sources describe events that occurred over
time. Neither source mentions being married, making syntactic-based methods unfit for the task.
However, from an intuitive perspective,S1 is more relevant toQ thanS2. In fact,S1, together
with commonsense knowledge that married people (normally) do not go on first dates, provides
a strong indication that John is not married.S2, on the other hand, provides no information
pertaining the query.

In this simple example, one can not only identifyS1 as the most relevant source, but also obtain
an accurate answer to the question. The simplicity of the example blurs the line between IR and
question answering. In general, however, providing an accurate answer requires a substantial
amount of reasoning to be carried out once a relevant source has been identified, as well as deep
understanding of the content of the source and a large amount of world knowledge – something
that is still challenging for state-of-the-art approaches. Thus, in this paper,we assume that a
reader with human-level intelligence will later find accurate answers by studying the sources
identified as relevant by our approach. We focus on defining techniques that provide the reader
with a ranking of the sources based on our expectation that answers may be found in them.

To focus on the core IR task, we assume that query and sources have already been translated
to a temporally-tagged logical representation, e.g., using techniques from (Nguyen et al. 2015;
LeBlanc and Balduccini 2016). We also assume the availability of suitable knowledge reposito-
ries (Suchanek et al. 2008; Inclezan 2016). It should be noted that, while our work is somewhat
related to research on temporal relations (e.g., Allen’s interval calculus), the two differ because
we focus on reasoning about events and their effects, rather than relations between events.

The main contributions of this paper are (a) the exploration of a non-trivial variant of IR in
which sources include sequences of events, and queries are about the state of the world after such
events; (b) the extension of techniques for representing dynamic domains to increase the flexi-
bility of the reasoning processes in the presence of uncertainty; (c) a formalization of the IR task
based on action languages; (d) an automated IR procedure based on Answer Set Programming
(ASP).
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The paper begins with needed preliminaries. Next, we present a series of toy scenarios that
guide the analysis of problem and reasoning processes. We formalize the reasoning task, present
an ASP-based procedure for carrying it out automatically, and demonstrate it on selected scenar-
ios. Finally, we briefly present related work, draw conclusions and discuss future work.

2 Preliminaries

In this paper, we build upon action languageAL (Baral and Gelfond 2000) for the representation
of knowledge about actions and their effects. The syntax ofAL builds upon an alphabet con-
sisting of a setF of symbols forfluentsand a setA of symbols foractions. Fluents are boolean
properties of the domain, whose truth value may change over time. Afluent literal is a fluentf
or its negation¬f . The statements ofAL are:

a causesl0 if l1, l2, . . . , ln (1)

l0 if l1, . . . , ln (2)

a impossible ifl1, . . . , ln (3)

(1) is adynamic (causal) law, and intuitively says that, if actiona is executed in a state in which
literals l1, . . . , ln hold, thenl0, the consequence of the law, will hold in the next state. (2) is
a state constraintand says that, in any state in whichl1, . . . , ln hold, l0 also holds. (3) is an
executability conditionand says thata cannot be executed ifl1, . . . , ln hold. A set of statements
of AL is calledaction description. The semantics ofAL maps action descriptions to transition
diagrams. A setS of literals isclosed under a state constraint(2) if {l1, . . . , ln} 6⊆ S or l0 ∈ S.
S is consistentif, for every f ∈ F , at most one off , ¬f is in S. It is completeif at least one
of f , ¬f is in S. A stateof an action descriptionAD is a complete and consistent set of literals
closed under the state constraints ofAD.

Given an actiona and a stateσ, the set of(direct) effects ofa in σ, denoted byE(a, σ), is the
set that contains a literall0 for every dynamic law (1) such that{l1, . . . , ln} ⊆ σ. Given a set
S of extended literals and a setZ of state constraints, theset,CnZ(S), of consequences ofS

underZ is the smallest set of extended literals that containsS and is closed underZ. Finally,
an actiona is non-executablein a stateσ if there exists an executability condition (3) such that
{l1, . . . , ln} ⊆ σ. Otherwise, the action isexecutablein σ.

The semantics of an action descriptionAD is defined by itstransition diagramτ(AD), a
directed graph〈N,E〉 such that:N is the collection of all states ofAD, andE is the set of
all triples 〈σ, a, σ′〉 whereσ, σ′ are states,a is an action executable inσ, andσ′ satisfies the
successor state equationσ′ = CnZ(E(a, σ)∪(σ∩σ′)), whereZ is the set of all state constraints
of AD. Triple 〈σ, a, σ′〉 is called a transition ofτ(AD) andσ′ is asuccessor state ofσ (under
a). A pathin a transition diagramT (A) is a sequence〈σ0, a0, σ1, a1, σ2, . . . , σn〉 in which every
triple 〈σi, ai, σi+1〉 satisfies the successor state equation. We denote the initial state of a pathπ

by πσ0 .
Next, we introduce ASP (Gelfond and Lifschitz 1991). LetΣ be a signature containing con-

stant, function and predicate symbols. Terms and atoms are formed as in first-order logic. Alit-
eral is an atoma or its negation¬a. A rule is a statement of the form:h1, . . . , hk ← l1, . . . , lm,

not lm+1, . . . , not ln wherehi’s and li’s are literals andnot is calleddefault negationop-
erator. Its intuitive meaning in terms of a rational agent reasoning about its beliefs is “if you
believe{l1, . . . , lm} and have no reason to believe{lm+1, . . . , ln}, then you must believe one
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of {h1, . . . , hk}.” If m = n = 0, symbol← is omitted and the rule is afact. Rules of the
form ⊥ ← l1, . . . , not ln are abbreviated← l1, . . . , not ln, and calledconstraints, intuitively
meaning that{l1, . . . , not ln} must not be satisfied. A rule with variables is interpreted as a
shorthand for the set of rules obtained by replacing the variables with all possible variable-free
terms. Aprogramis a set of rules overΣ. A consistent setS of literals is closed under a rule if
{h1, . . . , hk} ∩ S 6= ∅ whenever{l1, . . . , lm} ⊆ S and{lm+1, . . . , ln} ∩ S = ∅. SetS is an
answer set of anot-free programΠ if S is the minimal set closed under its rules. The reduct,
ΠS , of a programΠ w.r.t.S is obtained fromΠ by removing every rule containing an expression
“not l” s.t. l ∈ S and by removing every other occurrence of notl. SetS is an answer set ofΠ
if it is the answer set ofΠS .

3 Problem Analysis

The previous example allows us to provide a first high-level characterization of the task we aim
to study, as one in which we are given a queryQ and a collection of sourcesS1, . . . ,Sn, and are
asked to produce scoress1, . . . , sn indicating how relevant each source is to the task of finding
an answer toQ. If we adopt the convention that0 is the best possible score and∞ the worst,
then it is conceivable that, in Example 1,S1 should be assigned a score of0 andS2 a score of∞
to indicate complete irrelevance.

As in traditional Information Retrieval (IR), the sources will be ranked based on their respec-
tive score. We expect that, in the long-term, both syntactic and semantic aspects will have to be
taken into considerations in determining scores for the documents. Thus, below, we use the term
“semantic score” when referring to the score assigned to documents by the techniques we are
studying. It is worth stressing the difference between the task at hand and question answering,
where the goal is to produce a definitive answer. At the end of the process we consider here, the
answer toQ may still be unknown, but there will be reason to believe that careful study by a
human of the sources identified as relevant will lead to such answer.

Next, we consider a number of examples and corresponding expectations. Based on the ex-
amples, later we propose a formalization of the reasoning processes. Example 1 showed that the
event of going on a first date may lead us to infer that John is not married. But how can one reach
such conclusion? One option is to reason by cases, and consider two possible views of the world:
one in which John is married at the beginning of the story, and one in which he is not. Com-
monsense tells us that the action1 of going on a first date is not executable when married. Hence,
the view in which John is initially married is inconsistent with the source. So, we conclude that
John must not have been married in the initial state. Given further knowledge that one does not
get married on a first date, one can infer that John remains not married after the date. Thus, the
source provides evidence that a reader can use to answer the query.

From a technical perspective, the example highlights the importance of being able to reason
by cases, to reason about the executability of actions, and to propagate the truth of properties
of interest over the duration of the story. Note, however, that reasoning by cases is sometimes
misleading. ConsiderS2 from Example 1: reasoning by cases leads to the same two possible
initial states. Since reading does not affect married status, there are two ending states for the
story. This might be taken as an indication that the source providessomeuseful evidence for a

1 From now on, we will use action and event as synonyms.
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reader, but it is clear intuitively thatS2 is, in fact, irrelevant. Next, let us consider if, and how,
the previous query should match a more complex document. For the sake of this example, let us
assume the existence of a fictitious country C, whose laws allow plural marriage.

Example 2
Q: Is John married?
S: John, who lives in country C, just went on his first date with Mary.

In this case,S does not provide useful information towards answeringQ. John is from C, where
plural marriage is allowed, and knowledge about plural marriage yields that being married does
not preclude a married person from going on a first date. The example also demonstrates the
importance of reasoning aboutdefault statements(statements that arenormally true) and their
exceptions. The fact that, normally, married people do not go on first dates is an instance of a
default statement, and an inhabitant of C constitutes an exception to it. Similarly toS2 from the
previous example, reasoning by cases may be somewhat misleading, as it may suggest that the
source provides some evidence useful to answering the question. Rather than reasoning by cases,
it appears to be more appropriate to state that whether John is initially married isunknown. The
lack of knowledge is propagated to the final state, given that going on a date has no effect on it in
the present context. The source is thus irrelevant and should receive a semantic score of∞. Note
the striking difference in scores betweenS1 from the previous example and the current source:
it appears that in some cases reasoning by cases is useful, while in others reasoning explicitly
about lack of knowledge is more appropriate. In the next section, we provide a characterization
of reasoning matching this intuition. Next, we investigate the role of the effects of actions.

Example 3
Q: Is John married?
S: John, who lives in country C, recently went on his first date with Mary. A week later, they tied
the knot in Las Vegas.

Obviously, a first indication of relevance can be obtained with shallow reasoning and syntactic
matching: “tying the knot” is a synonym of “getting married” and “getting married” and “being
married” share enough similarities to make a match likely. However, we are interested in more
sophisticated reasoning. In the initial state, John may or may not be married due to his country’s
laws. Similarly to Example 1, John’s married status persists in the state following the first date.
Tying the knot, however, has the effect of making John married in the resulting state. Hence,S is
indeed relevant toQ. Intuitively, its semantic score should be equal to that ofS1 from Example
1. This demonstrates the importance of keeping track of the changes in the truth of the relevant
properties over time. The next example takes this argument one step further.

Example 4
Q: Is John married?
S: John recently went on his first date with Mary. A week later, they tied the knot in Las Vegas. A
month later, they filed for divorce.

Here, we assume that filing for divorce does not immediately cause the spouses to be divorced.
For simplicity of presentation, we adopt a view in which filing for divorce has a non-deterministic
effect: in the resulting state, it is equally likely for the spouses to be married or not. The relevance
of S toQ is not as straightforward as in some of the previous cases. It is indeed true that, at the
end of the story, it is unknown whether John is married. On the other hand, the story still provides
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some information pertaining to John’s married status – certainly, more than sourceS2 (“John read
a book”) from Example 1 or the source from Example 2 (“John, who lives in country C, just went
on his first date with Mary.”).

One way to make a distinction between the two cases is to consider that, ifS from Example 4
is provided to a reader, and the reader manages to determine whether the filing action succeeded
(e.g., by gathering additional evidence),S will immediately allow the reader to answerQ. Differ-
ently from the previous examples, knowing that filing occurred isessentialto allowing a reader
to answer the question. In conclusion, whileS is not as relevant toQ as other sources we have
considered, it is still somewhat relevant. This will have to be reflected in the score assigned to
the source, which should be higher than the0 assigned toS1, but obviously smaller than∞ be-
cause the source is indeed relevant. Next, we propose a formalization that captures the behaviors
described.

4 Formalization of the Reasoning Task

Our formalization leverages techniques from the research on reasoning about actions and change,
and specifically action languageAL (Baral and Gelfond 2000), approximated representations
(Morales et al. 2007) and evidence-based reasoning (Balduccini and Gelfond 2003). These tech-
niques rely on a graph-based representation of the evolution of the state of the world over time in
response to the occurrence of actions. We adopt and expand this approach. Specifically, similarly
to (Morales et al. 2007), our formalization enables reasoning explicitly about lack of knowledge.
Differently from it, however, we allow a reasoner to reason by cases whenever needed. This is
applied to knowledge about both initial state and effects of actions. Our approach also leverages
evidence-based reasoning to rule out some of the cases considered. Finally, we adoptAL as the
underlying formalism, but expand it for an explicit characterization of non-deterministic effects
and we allow hypothesizing about exceptional/atypical circumstances, eventually linking them
to the relevance of sources. Differently fromAL, our language is defined so that, in the presence
of actions with non-deterministic effects, it is possible to reason both by cases, and by explicitly
characterizing lack of knowledge. The syntax of the resulting language, which we callALIR, is
described next by building on that ofAL, followed by its semantics.

InALIR, we identify a (possibly empty) subsetD ofF called the set ofdefault fluents. Default
fluents are assumed false at the beginning of a sequence of events. Additionally, anextended (flu-
ent) literal is either a fluent literal or the expressionu(f), intuitively meaning that it is unknown
whetherf is true or false. Expressionu(f) is calledproper extended literal. The syntax of dy-
namic law (1) is extended to allowl0 to be an proper extended literal. Ifl0 is a proper extended
literal u(f), the law intuitively states that the action affects the truth off non-deterministically.
The action of filing for divorce from Example 4 might be modeled with a dynamic law that has
u(married) as its consequence.

The semantics ofALIR is obtained by extending the definitions to extended literals as needed.
Specifically, a setS of extended literals is consistent if, for everyf ∈ F , at most one off ,
¬f , u(f) is in S. It is completeif at least one off , ¬f , u(f) is in S. A stateof an action
descriptionAD of ALIR is a complete and consistent set of extended literals closed under the
state constraints ofAD.

In this phase of the investigation, we restrict our attention to cases in which every action has at
most a single direct non-deterministic effect, and we disallow concurrent actions. Lifting these
restrictions is not difficult, but complicates the presentation. The direct effects of actions are
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extended as follows. Given an actiona and a stateσ, the set ofcombined (direct) effects ofa
in σ, denoted byE(a?, σ), coincides withE(a, σ) from AL. The set ofpositive effects ofa in
σ, E(a+, σ), is the set that contains: (a) a fluent literall for every dynamic law (1) such that
l0 = l and{l1, . . . , ln} ⊆ σ, and (b) a fluentf for every dynamic law such thatl0 = u(f)
and{l1, . . . , ln} ⊆ σ. Similarly, the set ofnegative effects ofa in σ, E(a−, σ), is the set that
contains: (a) a fluent literall for every dynamic law such thatl0 = l and{l1, . . . , ln} ⊆ σ, and
(b) a fluent literal¬f for every dynamic law such thatl0 = u(f) and{l1, . . . , ln} ⊆ σ.

Given an action descriptionAD, the edges of the corresponding transition diagram are given
by all triples〈σ, a◦, σ′〉 whereσ, σ′ are states,a is an action executable inσ, ◦ is one of?, +,−,
andσ′ satisfies the equation:

σ′ = CnZ(E(a◦, σ) ∪ (σ ∩ σ′)).

When multiple successor states exist for a givenσ anda◦, the action description is callednon-
deterministic.

A dynamic law with a proper extended literalu(f) as its consequence has twodeterministic
counterparts, obtained by replacing its consequence byf and¬f respectively. A dynamic law
with a fluent literal as its consequence has a single deterministic counterpart, which coincides
with the law itself. An action descriptionAD hasemergent non-deterministic behaviorif there
exists a non-deterministic action descriptionAD′, obtained fromAD by replacing every dy-
namic law by one of its deterministic counterparts. In the current phase of the investigation, we
do not consider action descriptions with emergent non-deterministic behavior.2

Next, we turn our attention to the use of transition diagrams to reason about sequences of
actions and to determine the relevance of available sources.

5 Reasoning about Relevance of Sources

In our approach, aqualified action sequenceis a tuples = 〈a0/q0, a1/q1, . . . , ak/qk〉 whereai’s
are actions and eachqi is one of?,×. Intuitively, qualifier? specifies that the combined effects of
the action should be considered, while× indicates that reasoning by cases should be used. The
length ofs isk+1. Thedegree ofs, denoted by|s|, is the number of expressions of the formai/×
in s. If ℵ = 〈a0, a1, . . . , ak〉 is a sequence of actions, we say thats = 〈a0/q0, a1/q1, . . . ak/qk〉
extendsℵ for every possible choice of qualifiers.ℵ? denotes the extension ofℵ where all qual-
ifiers are? andℵ× denotes the extension where all qualifiers are×. Let σ be a state ands be a
qualified action sequence. A pathπ = 〈σ0, α0, σ1, . . . , αk, σk+1〉 is amodel ofσ, s if all of the
following hold: (a)σ0 = σ, (b) if qi =?, thenαi = a?

i , (c) if qi = ×, thenαi = a+
i or αi = a−

i .
Given a setΣ of states and a qualified action sequences, a pathπ is a model ofΣ, s if

π is a model ofσ, s for someσ ∈ Σ. To illustrate these notions, consider an action de-
scription{a1 causes¬g if g; a2 causesu(f) if ¬g}. Let σ be {¬f, g}. It is not difficult to see
that the pairσ, 〈a1/?, a2/?〉 has a unique model,〈{¬f, g}, a?

1, {¬f,¬g}, a?
2, {u(f),¬g}〉. On

the other hand,σ, 〈a1/?, a2/×〉 has two models,〈{¬f, g}, a?
1, {¬f,¬g}, a+

2 , {f,¬g}〉 and
〈{¬f, g}, a?

1, {¬f,¬g}, a−
2 , {¬f,¬g}〉. The degrees of the two qualified action sequences are

0 and1 respectively.
Let us now consider cases in which knowledge about the initial state is incomplete. Intuitively,

if the truth value off is unknown, one may assume thatf is false if it is a default fluent and that

2 Action description{q if ¬r, p; r if ¬q, p; a causesp} has an emergent non-deterministic behavior.
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u(f) holds otherwise. However, as highlighted in the above examples, it is sometimes necessary
to consider other options for certain fluents. This intuition is captured by the notion of forcing of
a fluent. Given a consistent setI of extended literals and a fluentf , I[f ] denotes the setI defined
as follows, called theforcing off in I: if f ∈ D and{¬f, u(f)} ∩ I = ∅, thenI = {I ∪ {f}};
if f 6∈ D and{f,¬f, u(f)} ∩ I = ∅, thenI = { I ∪ {f}, I ∪ {¬f} }; otherwise,I = {I}.
For sets of fluents, theforcing of{f1,. . . ,fm} in I, writtenI[{f1,. . . ,fm}], is defined as follows:
(a) if m = 1, thenI[{f1}] = I[f1]; (b) if m > 1, thenI[{f1, . . . , fm}] = {I ′[fm] | I ′ ∈
I[{f1, . . . , fm−1}]}.

As an example, let us apply these definitions toS1 from Example 1, “John went on his first date
with Mary.” Assume that the translation from natural language yields3 Q = m, F = {m, ab},
D = {ab}, I = ∅ and ℵ = 〈d〉. Let us also assume that the action description,AD, is
{impossibled if m,¬ab}.4 Note the use of default fluentab to formalize the fact that the action
is normallyimpossible if one is married. It is not difficult to see thatI[F\D] = I[{m, ab}\{ab}]
is {{m}, {¬m}}, indicating that, in the initial state, we can assume that he may or may not have
been married.

Let Z be the set of state constraints ofAD. Thedefault closureof I is the setδ(I) = CnZ(I∪
{¬f | f ∈ D ∧ f 6∈ I}). If δ(I) is consistent, we say that thecompletion ofI is the set of
extended literalsγ(I) = δ(I)∪ {u(f) | f 6∈ δ(I) ∧ ¬f 6∈ δ(I)}. Note thatγ(I) may not exist,
as in the case ofI = {p, q} and ofAD = {¬q if p}. If γ(I) exists, it is complete, consistent and
includesI. Given a setF of fluents, thecompletion ofI w.r.t.F is the setγ(I, F ) = {γ(I ′) | I ′ ∈
I[F ] ∧ γ(I ′) exists}. Thedegree ofγ(I, F ), denoted by|γ(I, F )|, is |F |.

Going back to Example 1, applying the closure to each element ofI[F\D] yields, respectively,
{m,¬ab} and{¬m,¬ab}, which can intuitively be viewed as the initial states that are consistent
with assumptions made aboutm.

As demonstrated by Example 1, there are cases in which the truth of certain fluents in the initial
state can be inferred indirectly from the source. The following definition ofρ(I,ℵ) captures this
idea. Given a consistent setI of extended fluent literals and a sequence of actionsℵ:

ρ(I,ℵ) =
⋂

I′∈I[F\D]

{I ′ | γ(I ′),ℵ× has a model}

Note thatρ(I,ℵ) may not exist, e.g., ifγ(I ′) does not exist for any element ofI[F\D]. If ρ(I,ℵ)
does not exist, then the source is irrelevant and its semantic score if∞. If, instead,ρ(I,ℵ) exists,
it is not difficult to see thatI ⊆ ρ(I,ℵ).

Let us see howρ(I,ℵ) is calculated in Example 1. The first step consists in checking for
models ofγ(I ′),ℵ×. Clearly,{m,¬ab}, 〈d〉 has no model, becaused is not executable. On the
other hand,{¬m,¬ab}, 〈d〉 has a model. Hence,ρ(I,ℵ) is the intersection of the only set{¬m},
resulting inρ(I,ℵ) = {¬m}. Intuitively, this mirrors the intuition that John is not married in the
initial state.

We are now ready to introduce the notion of entailment and to use it to determine whether
there is a match betweenQ andS. A pathπ = 〈σ0, α0, σ1, . . . , αk−1, σk〉 entailsa fluent literal
l (writtenπ |= l) if l ∈ σk. Given a fluentf , we say thatπ entails±f (writtenπ |= ±f ) if π |= f

or π |= ¬f .

3 We use abbreviations to save space. Fluents:m – John is married;ab – John is an exception w.r.t. going on first dates
when married. Actions:d – going on a first date;r – reading a book.

4 In practice, variables may be introduced to increase generality.
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For simplicity, we assumeQ to be a fluent. LetI be a set of fluent literals explicitly stated
to hold in the initial state byS and letℵ = 〈a0, a1, . . . , ak〉 be the sequence of actions fromS.
We say thatS is a match forQ if there exist a setF of fluents and a qualified action sequences

extendingℵ s.t.:

c1 π entails±Q for some modelπ of γ(ρ(I,ℵ), F ), s, and
c2 for every modelπ′ of γ(πσ0 \ ρ(I,ℵ), ∅), 〈 〉, one of the following holds: (a)π′ 6|= ±Q, or

(b) π′ |= ¬Q andπ |= Q, or (c)π′ |= Q andπ |= ¬Q.

Intuitively, the first condition checks whether the document is relevant to the query – possibly
under some assumptions about the default fluents – while the second condition ensures that such
assumptions are not directly and solely responsible for the fact that the document is relevant.

The semantic score ofS is the smallest value of|γ(ρ(I,ℵ), F )| + |s| for all possible choices
of F ands satisfying the above items. If noF ands were found to satisfy the above conditions,
thenS is not a match forQ (i.e., it is irrelevant to the query) and its semantic score is∞.

In reference to Example 1, let us first look forF , s, satisfying (c1). Let us begin withF = ∅,
s = 〈d〉?, which have a degree of0. It is not difficult to see thatγ(ρ(I,ℵ), F ) = γ({¬m}, ∅)〉 =
{{¬m,¬ab}} and that{{¬m,¬ab}}, 〈d〉? has a unique modelπ = 〈{¬m,¬ab}, d?, {¬m,¬ab}〉.
Thus, the model entails±Q, which means that condition (c1) for establishing a match is satisfied.

Next, we check condition (c2). Clearly,γ(πσ0\ρ(I,ℵ), ∅) = {{u(m),¬ab}}. {{u(m),¬ab}},
〈〉 has a unique model,〈{u(m),¬ab}〉, and it does not entail±Q. Intuitively, this means that the
assumption made about the initial stateis not directly responsiblefor the ability to entail the
query in (c1). Hence,S matchesQ. Additionally, becauseF = ∅, s = 〈d〉? yield a score of0,
the semantic score of the document is0.

As an additional example, considerS2, “John read a book,” from Example 1. As above,
Q = m, F = {m, ab}, D = {ab}, andI = ∅, while andℵ = 〈r〉. AD is the same as be-
fore.5 I[F \D] is {{m}, {¬m}}, yielding a closure of{{m,¬ab}, {¬m,¬ab}}. This time, both
{m,¬ab}, 〈 r〉× and{¬m,¬ab}, 〈 r〉× have models. Hence,ρ(I,ℵ) = {m} ∩ {¬m} = ∅. That
is, the initial truth value of no fluent can be inferred from the story.

Next, we consider the models ofγ(ρ(I,ℵ), F ), s. ConsiderF = ∅, s = 〈r〉?, with a degree
of 0. γ(ρ(I,ℵ), F ) = γ(∅, ∅)〉 = {{u(m),¬ab}}. {{u(m),¬ab}}, 〈r〉? has a unique model
π = 〈{u(m),¬ab}, r?, {u(m),¬ab}〉. Clearly,π 6|= ±Q.

The next possible options, with a combined degree of1, areF = ∅, s = 〈r〉× andF = {m},
s = 〈r〉?. In the first case, there are two models, e.g.,π = 〈{u(m),¬ab}, r+, {u(m),¬ab}〉,
but neither entails±Q. The second case is more interesting. Clearly, there are two models of
γ(ρ(I,ℵ), F ), s = γ(∅, {m}), 〈r〉?: π = 〈{m,¬ab}, r?, {m,¬ab}〉 andπ′ = 〈{¬m,¬ab}, r?,

{¬m,¬ab}〉, andπ |= Q, while π′ |= ¬Q. Hence, we need to check condition (c2) for each.
For the former,γ(πσ0\∅, ∅) = {{m,¬ab}}, and{{m,¬ab}}, 〈〉 has a unique model〈{m,¬ab}〉,
which entailsQ. Thus, the condition is not satisfied. Forπ′, we obtain a unique model〈{¬m,¬ab}〉,
which entails¬Q, failing to satisfy the condition as well. Therefore, none of these choices for
F ands yields a match. Similar conclusions can be drawn for the other choices forF ands.
Hence,S2 does not matchQ and receives a semantic score of∞. The other examples are solved
similarly. The details are omitted to save space, but we provide highlights of some ofthem.
Example 2. Contrast the previous case with Example 2. People from countries that allow plu-
ral marriage are exceptions to the custom about first dates, and thusI = {ab}, ℵ = 〈d〉, and

5 We oversimplify the action description for sake of clarity.
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I[F \ D] = {{m, ab}, {¬m, ab}}. Differently from the previous case, both sets ofI[F \ D]
yield a model, sinceab makes the executability condition inapplicable. Hence,ρ(I,ℵ) = {ab}.
SelectingF = ∅, s = 〈d〉? yields a unique model〈{u(m), ab}, d?, {u(m), ab}〉 6|= ±Q. Select-
ing F = {m}, s = 〈d〉? yields two models entailingQ and¬Q respectively, but the same are
entailed byγ(πσ0 \ ρ(I,ℵ), ∅), 〈〉, thus failing condition (c2). Similar reasoning applies to the
other cases. Because noF , s could be identified, the semantic score ofS is∞, indicating that
it is irrelevant toQ. Note the key role played by condition (c2) in this example: without it, the
source would have been deemed relevant to the query.
Example 4. Consider Example 4, where the action description is expanded with{w causesm;
fd causesu(m)} and relevant executability conditions. We haveI = ∅, ℵ = 〈d,w, fd〉, and,
similarly to Example 1,ρ(I,ℵ) = {¬m}. The model obtained fromF = ∅, s = ℵ? does not
entail±Q. On the other hand,F = ∅, s = 〈d/?, w/?, fd/×〉, yield two models, entailingQ
and¬Q resp., depending on the outcome offd. This time, condition (c2) is satisfied, since, in
both cases,γ(πσ0 \ ρ(I,ℵ), ∅) = {{u(m),¬ab}} and{{u(m),¬ab}}, 〈〉 does not entail±Q. In
conclusion,S indeed matchesQ, and the source has semantic score|∅|+|〈d/?, w/?, fd/×〉| = 1.
As expected, its semantic score is worse than that of, e.g.,S1, while obviously better than that
of, e.g.,S2.

6 Automating the Reasoning Task

Next, we automate the reasoning task discussed earlier by means of a translation ofALIR to
ASP. Given a setI of extended fluent literals, a setF of fluents, a qualified action sequences,
and an action descriptionAD, the encoding ofALIR is programΠAD(I, F, s), described next.

In the following,I ranges over steps in the evolution of the domain6; given fluent literall,
χ(l, I) stands forholds(f, I) if l = f and¬holds(f, I) if l = ¬f . For every actiona, the
translation includes a rulepos(a, I) ∨ neg(a, I)← occurs(a, I), split(a, I). The translation of
a dynamic law (1) depends on the form ofl0. If l0 is a fluent literal, translation is:χ(l0, I+1)←
occurs(a, I), χ(l1, I), . . . , χ(ln, I). If l0 is of the formu(f), the translation of the law is:

u(f, I + 1)← occurs(a, I), χ(l1, I), . . . , χ(ln, I), not split(a, I).
χ(f, I + 1)← pos(a, I), χ(l1, I), . . . , χ(ln, I).
χ(¬f, I + 1)← neg(a, I), χ(l1, I), . . . , χ(ln, I).

Expressionoccurs(a, I) states that actiona occurs at stepI in the story;split(a, I) states that
reasoning by cases should be applied to the outcomes of that occurrence ofa. A state constraint
(2) is translated as an ASP rule of the formholds(l0, I) ← holds(l1, I), . . . , holds(ln, I).
Executability condition (3) is translated as a rule← occurs(a, I), χ(l1, I), . . . , χ(ln, I). The
translation of an action description is completed by the inertia axioms, which are expanded in
ALIR to accommodate extended literals (F is a variable ranging over all fluents):

χ(F, I + 1)← χ(F, I), not χ(¬F, I + 1), not u(F, I + 1).
χ(¬F, I + 1)← χ(¬F, I), not χ(F, I + 1), not u(F, I + 1).
u(F, I + 1)← u(F, I), not χ(F, I + 1), not χ(¬F, I + 1).

The next axioms define the completion of the initial state:

[g1] χ(F, 0)← init(F). χ(¬F, 0)← ¬init(F).

6 We assume that the range ofI is provided by the process of translating the passage to a logical representation.
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[g2] χ(F, 0)← forced(F), default(F), not ¬init(F).
χ(F, 0) ∨ χ(¬F, 0)← forced(F), not default(F),

not init(F), not ¬init(F).
[g3] χ(¬F, 0)← default(F), not χ(F, 0).

u(F, 0)← not default(F), not χ(F, 0), not χ(¬F, 0).

Above, statementdefault(f), included as fact for everyf ∈ D, states thatf is a default fluent.
init(f) (resp.,¬init(f)) says thatf is initially true (resp., false).forced(f) states thatf is part
of a forcing. Rules[g1] map the knowledge about the initial state to statementsholds(∙, ∙). [g2]
formalizes to the notion of forcing.[g3] defines the completion.

The next step of the definition ofΠAD(I, F, s) is the encoding of its arguments. For every
f ∈ I (resp.,¬f ∈ I), ΠAD(I, F, s) includes a factinit(f) (resp.,¬init(f)). For everyf ∈ F ,
ΠAD(I, F, s) includes a factforced(f). Qualified action sequences is encoded by a set of facts
of the form occurs(a, i) and split(a, i), wherea are actions froms and i are their indexes.
Specifically,a? is translated as a statementoccurs(a, i), wherei is the index in the sequence,
while a× is translated as two facts,occurs(a, i), split(a, i).

This completes the definition ofΠAD(I, F, s). Next, we link its answer sets to the models
of γ(I, F ), s. We say that an answer setA encodes a pathπ if: (a) for every fluent literall,
l ∈ σi iff χ(l, i) ∈ A; (b) for every fluentf , u(f) ∈ σi iff u(f, i) ∈ A; (c) for every action
a, αi = a? iff occurs(a,i) ∈ A and split(a, i) 6∈ A; (d) for every actiona, αi = a+ iff
{occurs(a, i), split(a, i), pos(a, i)} ⊆ A; (e) for every actiona, αi = a− iff {occurs(a, i),
split(a, i), neg(a, i)} ⊆ A. The link is established by:

Proposition 1
Let I be a consistent set of fluent literals,F be a set of fluents, ands be a qualified action
sequence. A pathπ is a model ofγ(I, F ), s iff there exists an answer set ofΠAD(I, F, s) that
encodesπ.

Corollary 1
A model π of γ(I, F ), s that entailsl exists iff there exists an answer setA of ΠAD(I, F, s)
such thatχ(l, k) ∈ A, wherek is the length ofs. Also, for every fluentf , π |= ±f iff
{χ(f, k), χ(¬f, k)} ∩A 6= ∅.

These results motivate the algorithm in Figure 1. Let||A|| be the number of atoms ofA formed
by relationsforced andsplit. The behavior of the algorithm is characterized by:

Theorem 1
If S is a fluent, thenS is a match forQ iff FindMatch (I,ℵ,Q)6= ⊥. The rank ofS is
||FindMatch (I,ℵ,Q)||.
Proof (sketch).Using the two previous results, the thesis is easily obtained by observing that step
1 implements the calculation ofρ(I,ℵ), and that steps 4 and 4b check, respectively, conditions
(c1) and (c2).

Let us trace the key parts of the algorithm withS1 from Example 1. Clearly,ΠAD(I,F \
D,ℵ×} ⊇ {← occurs(d, I), holds(m, I), step(I). forced(m). occurs(d, 0).}. Step 1 infers
the initial truth of fluents indirectly from theS1, resulting in an answer set containing{¬holds(m,

0), forced(m)}, i.e., John cannot be initially married. Hence,I ′ = I ∪ {¬m}. Step 4 checks
condition (c1). It results in a unique answer setA ⊇ {holds(m, 0), ¬holds(ab, 0), occurs(d, 0),
¬holds(m, 1), ¬holds(ab, 1)}, indicating that〈{¬m,¬ab}, d?, {¬m,¬ab}〉 entails±m. Step
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Algorithm: FindMatch (I,ℵ,Q)
Input: I – (set) fluent literals explicitly stated to hold in the initial state byS; ℵ = 〈a0, a1, . . . , ak〉 –
sequence of actions fromS; Q – fluent.
Output: an answer set encoding a path if a match exists;⊥ otherwise.

1. Let R be the intersection of all answer sets ofΠAD(I,F \ D,ℵ×) and I ′ be I ∪
{l | {χ(l, 0), forced(f)} ⊆ R ∧ (l = f ∨ l = ¬f)}.

2. If ΠAD(I,F \ D,ℵ×) has no answer set, return⊥ and terminate.
3. InitializeF := ∅ ands := ℵ?.
4. For every answer setA of ΠAD(I ′, F, s) such that{χ(Q, k + 1), χ(¬Q, k + 1)} ∩ A 6= ∅:

(a) LetX = {f |holds(f, 0) ∈ A ∧ f 6∈ I ′} ∪ {¬f | ¬holds(f, 0) ∈ A ∧ ¬f 6∈ I ′}.
(b) For every answer setB of ΠAD(X, ∅, 〈 〉), check that{χ(Q, 0), χ(¬Q, 0)} ∩ B = ∅, or

χ(Q, 0) ∈ B ∧ χ(¬Q, k + 1) ∈ A, or χ(¬Q, 0) ∈ B ∧ χ(Q, k + 1) ∈ A.
(c) If everyB satisfies the condition, then returnA and terminate.

5. Select a setF ′ of fluents and an extensions′ of ℵ such that:

(a) the pairF ′, s′ has not yet been considered by the algorithm, and
(b) |F ′| + |s′| is minimal among such pairs.

6. If no such pairF ′, s′ exists, then return⊥ and terminate.
7. F := F ′; s := s′. Repeat from step4.

Fig. 1. FindMatch algorithm

4b checks condition (c2). There is a single answer setB ⊇ {u(m, 0), ¬holds(ab, 0), u(m, 1),
¬holds(ab, 1)}, and, clearly,{holds(m, 0), ¬holds(m, 0)} ∩ B = ∅. Hence, (c2) is satisfied
and the algorithm returnsA. The rank ofS1 is ||A|| = 0.

7 Related Work

The IR task (Korfhage 1997) aims at identifying, among a set of available documents, those that
are most relevant to a query provided by the user. In the traditional IR approach to representing
documents, the text is fragmented into lists of keywords, terms, and other content descriptors.
When presented with a query, an IR system determines the relevance of a document to the query
by measuring the overlap of terms between the query and a particular document (Manning et al.
2008). Most IR systems base the relevance of a document on a syntactic measurement of the
overlap of terms between query and document (Manning et al. 2008). Results using this approach
are improved via the application of query expansion (Carpineto and Ramano 2012), an approach
that reformulates the original query to expand the sphere of search, for example by collecting
synonyms for terms in the query and searching for documents related to those synonyms.

A number of approaches have been proposed to improve search results. A recent approach
(Blanco and Lioma 2012) aims to rethink the modeling of documents by representing text as
a graph whose nodes are terms linked to one another by such properties as co-occurrence in
text or grammatical morphology and learn the weights of their connections using graph search
algorithms such as PageRank (Page et al. 1999). However, even these approaches fail to capture
the deeper semantic meaning of documents. It is worth noting that, while semantic networks such
as Google’s Knowledge Graph bolster IR techniques with world facts and relationships, they are
not concerned with a deeper analysis of query and document.
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8 Conclusions and Future Work

We presented an investigation of an IR task in which sources containing sequences of events are
matched to a query about the state of the world after those events. This task is challenging for
traditional IR techniques, but key to simplifying access to information and reducing information
overload.

We analyzed the problem from a commonsensical and intuitive perspective, and provided a
formalization, based on action languages, of the desired reasoning. Although languageAL is
fundamental to our work, it is by itself insufficient, because it does not allow for the fine-grained
reasoning needed for a clear determination of relevance in the presence of incomplete informa-
tion and uncertainty. Thus, we presented an extension ofAL suitable for our purpose. Finally,
we defined an ASP-based procedure for automating the reasoning task.

In this paper, we have focused on introducing and studying the core IR task. Future work will
address the connection with natural language processing algorithms and with available knowl-
edge repositories, the development of an end-to-end system, and its quantitative evaluation.
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